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Overview

The present report is a final one oely in the sense of being the
last written under the present grant from the U.S. Office of Education.
Work on the same problem continues under a grant from the National Sci-
ence Foundation, with the same general objective: given a set of panel
data with the same variables remeasured at several intervals on a given
set of individuals (such as measures of educational motivation and per-
formance), it it possible (a) to detect and (b) to measure the likelihood
that one variabie x measured at time t has e causal influence on another
variable y measured at a subsequent time t k (k being ehe measurement
interval)?

While some progress has been made, it i8 not sufficient as yet,
in our view, to warrant a comprehensive technical treatment (recapitn-
latien of objectives, methods, hypotheses, conclusions). Therefore the
following section will summarize what has been presented in interim
reports, to which the reader is referred for further detail.

Additional work is then reported, using techniques of path analysis,
on the problem of predicting autocorrelations and lagged cross-correla-
tions in a twoevariable system in which causal influence is exerted in
either direction cvet several causal intervals.

A simple method le described and illustrated for recovering the
underlying path coefficients (including causal coefficients) from re-
gression analysis of the auto- and cross-correlations.

A final section suggests a new approach, using path analysis, to
the problem of estimating long-term individual constants. Future steps
are indicated.

Summary of work from Smtember 1969
through December 1970

We began by obtaining two data banks with repeated measurements:
height, weight, and crrip of 100 boys and 100 girls measured at 6emonth
intervals between ages 5 and 9; and 3,000 students measured by the
Educational Testing Service in grades 5, 7, 9, and 11 with complete date
for four years on test batteries SCAT and STEP (aptitude and performance
measures) and for three years on BEQ (questionnaire items on interest and
behavior).

Previous work with twoevariable simulated time series (Pelz,
Hagliveras and Lew, 1968) suggested that the appearance of causal
connections between two variables would be obscured by the tendency for
each individual to remain relatively stable on each variable. Such
stable longeterm trends may be conceptualized as individual constants
around Which short.;.term disturbances occur. The extremely high cOr-
relations among successive height and weight scores suggested the
presence of sudh individual constants, rising of course with time with
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each individual retaining the same relative position.

Several months of effort were spent in devising a means for esti-
mating such a constant for each individual so that it could be removed.
The first progress reports under this grant (see list of rsferences, Pelz
1969-70) describe Alese efforts, particularly #3 for April-June 1970,
which deals in depth with an attempt to separate empirical height and
weight data into stable long-term trends and relatively unstable but auto-
correlated short-term disturbances. A relatively complex computerized
method is given for making such a separation, subject to some restrictive
assumptions placed on the underlying model as well as on the number of
t-ime periods at which measurements have been taken.

The method appears conceptually sound,, However, it assumes that
the variable is causally inelependent; we have not yet devised a procedure
relevant for a dependent variable. Furthermore, when residual sccres were
obtained by subtracting the estimated individual constants at each time
period,, cress-correlations amIng the residuals did not lend themselves
to a simple interpretation of causal influence among height, weight, and
grip.

Accordinely the last six months of 1970 were spent in a different
approach, as described in progress reports #4 and #5, in which we moved
away from consideration of empirical data and explored mathematical
models of hypothetical causal structures. This work resulted in a paper
(Pelz and Faith, 1970) presented at the American Statistical Association
meetings in Detroit, December 27, 1970. We coupled the methods of path
analysis with those of matrix theory to give a more compact form of the
twowariable unidirectional causal scheme, and thereby greatly simplified
the derivation of the correlational properties of such a hypothetical
model. A detailed exposition of this is to be found in the technical
appendix of the ASA paper.

Reci rocal causation and distributed la s

After completion of the ASA paper, our attention turned to some-
what more complex situations--specifically these in which the causal in-
fluences between two variables x and y were reciprocal (i.e. x----4ey and

) and in which these causal influences were exerte not over one
single time interval but rather were distributed over several time periods.
We found that, with slight modifications, the methods employed in study-
ing the simple model described above were applicable for these more com-
plex situations. The basic structure of the problem turned out to be
vary much the same, and although it is more complex, the problem is of
no greater depth.

We define the model as follows. Corresponding to the recursive
relations (3) and (4) in the appendix of Pelz and Faith (1970) are:



(1) xt = pxxxt_l p y
Pxuutg"l xYg t-8

(2) yt PyyYt-1 Pyxgx
g

t-g P vyv t
=..

ar,d

To get this model started requires the inclusicn of the correlated
.inputs x8 and y , Where s takes on the values -1, -2, -G. As

before, this model is stationary with respect to translation in the
time dcmain if the Correlations between the inputs satisfy certain
conditions, Which in this case take the form of a system of linear
equations. Solving this system permits one to determine all of the
correlations of the more complex model, since all of these are determined
by the input correlations.

As in the simpler case, it is possible to generate a theoretically
impossible model, if the path coefficients are too large. A simple
test was derived, similar to that used in the proof of (15b) in the
appendix, Which will notify one of this situation if it arises.

Using the above procedure we have in fact been successful In,
generating theoretical correlations for the two-way distributed-lag
model (see Pelz, tagliverar, and Lew, 1968) using the same parameters.

Iliustratitultwo examples

Given below are two sample test runs of our procedure. In each
of them the influence is exerted in both directions. In the first ex-
ample the two variables are identical except that the influence of x on
y is distributed over 5 lags (i.e. intervals of 1, 2, 3, 4, and 5 time
units) Whereas the influence of y on x is concentrated at one lag (3
time units), the total amount of influence being the same In each case.
A partial diagram of the path model (many of the paths being anitted
for simplicity) is:

41. X -- x x
4

> x5

-----").371-> Y2 ""'"""-).'Y3



The parameters of the first model are:

xx
as p

mi. .7
YY

.25 for i = 3

xy 0. for i # 3

= .05 for i = = .25
yxi

The latter notation may be read: "influence on y exe=ted by x aver time
lags of 1, 2, ..." The auto-and cross-correlograms resulting from this
model are platted in Figure 1.

Note that in the left half of the cross-correlogram, the effect
of concentrwiting the causal influence y---iox at a single lag is to make
the peak higher and sharper; in the right half, the effect of distributing
the causal influence x y over 5 lags is to make the peak lower and
wider.

Figure 1 here

In the secord example, the autoregressive path coefacient p
YY

is considerably higher than the autoregressive coefficient p for the

Other variable. Each variable now influences the other aver
five separate causal inter7als, and the total influence of y on x is
twice ao great as the total influence of x on y. The parameters of this
model are set es follows:

p
YY

= .94

.04 for i = 1,2,3,4,5; 1 = .20
xyi

py4 = .02 for i = 1,2,3,4,5; Z = .10

The resulting auto- and cross-correlations are plotted in Figure 2.

Figure 2 here

111
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Since the causal influence is twice that.of x y, one
would normally expect the cross-correlogram to .be higher in the left
half than ia the right half. As shown in Figure 2, this is not the case.
The reason fox this apparent paradox lies in the fact that the y variable,
because of its extremely high autoregressive coefficient, has a high
"meamme" of past influences from x, Which therefore accumulate aver time
and increase the cross-correlations. Varieble x on the other hand, with
a relatively small autoregressive coefficient, soon "forgets" past in-
fluences from. y.

The 'recovery" process

The apparent paradox in Figure 2 naw raises an important question:
is it possible to analyze the auto- and cross-correlograms in such a
way as to recover the true values of the various path coefficients, dhow-
ing that the causal effect of y ---x is in fact stronger than x--41.y,
despite the visual evidence to the contrary? It turns out that this ob-
jective can be easily accomplidhed by applying linear multiple regression
to the correlational matrices, to express each of the variables as a
function of previous variables. The regression (beta) coefficients for
each predictor are then theoretically equivalent to the path coefficients
between that predictor and the particular dependent variable. In the
absence of extraneous factors such as measurement error or long-term
stability in equations (1) and (2), the variables x and y are defined
at each point in time by regression equations in which the predictors
are the same variables measured at previous points in time.

As shown in Table 1, the resulting regression coefficients were
very close to the values of the path coefficients used to specify the
model.



Table 1. True path coefficients compared wIth regression co-
efficients based on theoretically derived correlations,
for two examples.

Example 1 Example 2

Parameter True value

Pxx

YY

xY1
Pxy

2
xy3

pxy
4

pxy

PYXI

Yx2
py

pyx

pvx

.70

.70

.00

.00

.25

.00

.00

.05

.051

.05

.05

.05

y
.25

Regression Regression
coefficient True value coefficient

.70 .50 .50

.70 .94 .92

.00 .04

.00 .04

.25 .04

.00 .04

.00 .04

.055 1 .02

.045 E .02

.050 .02
.251

.053 .02

,048 .02
,

.10

.048

-.0091 z
.803

.209
.051

.018

.018

.023

.019

.019

,021

.100

In example 1 all of the path coefficients were estimated with
rather high accuracy. There were slight errors in estimating the various
p , but the sum of these estimates (regression coefficients) was very
Yxi

close to the sum of the true values. Such errors arise from computational
inaccuracies (stadia as rounding).

In example 2 some inaccuracies appeared, chiefly in estimating pyy

and p (but note that the sum of the latter estimates was reasonably
2cYj

close to the sum of the true values). Hence it may be difficult to get
accurate estimates of causal coefficients for a highly autocorrelated
variable functioning as an independent variable. As mentioned previously,
this situation gives rise to an oddly-shaped cross-correlogram.
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Unresolved problemestimating_ long-t:..rm tendencies

The chief unresolved problem for this project has been the one
indicated in sectionl of the progress report for April-June, 1970--that
is, the separation of variables into long-term and short-term components.
In that report is explained how such a separation can be accomplished
for each variable in isolation. Once this is accomplished, the short-
term components of the variables are compared to determine causal infer-
ences. Unfortunately such a two-stage procedure has the disadvantage
that the two stages make different assumptions about the nature of
the variables. The first stage treats each of them as simple auto-
regressive panels, eadh causally independent, Whereas the second re-
gards them as interacting with each other.

One solution is to find some way to estimate all parameters
simultaneously. Work in this direction is not complete, although some
progress has been made by formulating the problem in terms of path
analysis, thereby reducing its complexity considerably. For example,
a much simpler and more direct solution has been discovered for the
problem of separating a single variable into Short and long term cm-
ponents, by employing path analysis. Consider the following path model
diagrammed in Figure 3, and defined by the equations:

(3) x
t

=
P uut-x2ct-1

(4) X
t PXxtxt PXz

t
2 + PXe

t
et

Figure 3 here

t = 1,2,...

t = 091,23.00



xo

Xz0

Xxo PXx 1 PXx 2

1(
2 - wala

Figure 3. Path model of an autocorrelated variable with
measurement error and long-term Individual constants.

In Figure 3 the .t,rms xt represent true scores, Xt measured scores,

e
t measurement error, and z represents the long-term constant for each

individual. The termsx02 e0zut' and e
t

t= 1, 2, ... are uncorrelated

inputs to the system, and the variables ut are the disturbances in the

short-term component xt. The theoretical autocorrelations for this model

are given by the relation

It-si

(5) ras,X.)
c Pxx PXxs PXxt PXzs PXzt

Where s, t = any pair of times.

Since the correlations are nonlinear functions of the path para-
meters, the problem of recovering these is a non-trivial one. La fact,
if p is one, it id ipposdible to solve uniquely for all the parameters,

as any be seen by observing equation (5).
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Even when this is not the case it is not known yet under pre-
cisely what conditions a unique solution is obtainable, and more work
is required in this area. So far we are able to provide an estimate
of the parameters if there are at least six measurements aver time
of the variable X . The uniqueness of this solution is presently open

t
td doUbt, as is its sensitivity to sampling errors in the empirical
correlations.

The problem is simplified somewhat if same additional constraint
is placed an the model. For example, if it is assumed that the in-
fluence of measurement error is constant over time--i.e. that

PXes
n
4-Xet

n
'Xt

for all s and t--then it appears that four measure-

ments.are sufficient to solve for the path parameters. Again, the
existence and uniqueness of this...solution requires further study.

Even if equations (3) and (4+) can be solved for the path co.-
efficients, however, the most interesting questions, those concerning
the causal relations between the variable x and other variables, are
left unansweredo since this model describes only one variable, inde-
pendent of the outside causal factors. Although the solution to the
more complex problem is not at .hand, it would appear that the most
direct approach to it mould be by means of path analysis, because of
the degree to which this simplifies the statement of most linear causal
models.

Future steps

Work is continuing in the further generalization of the linear
causal model described Above and in the ASA paper (Pelz and Faith, 1970).
la particular it appears possible to compute the correlations that will
arise in a model consisting of an arbitrary nuMber of variables which
causally influence each other aver an arbitrary number of causal in7
tervals. The theoretical concepts inVolved are the same as those em-
ployed for the two-variable model with distributed lags and reciprocal
causation. Only the mechanics of the computation are more elaborate,
because of the great increase in the nuMber of equations to be solved
for as the nuMber of variables in the model increases.
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